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Chapter 1

Introduction

1.1 Overview

The creation of photo realistic or visually appealing simulated hair is one of
the most di�cult endeavours in modern computer graphics today. The success
of some modern motion pictures has actually depended in part on the simula-
tion of aesthetically pleasing hair. Movies such as the groundbreaking Stuart
Little[SL199] and Stuart Little 2[SL202] and the more recent King Kong[Kon05]
had their main characters covered in simulated short hair. Films such as Final
Fantasy: the Spirits within[�001] and The Incredibles[Inc04] had simulated hu-
man characters with long dynamic hair. Therefore even though hair simulation
is di�cult it has been fundamental to the success of the above �lms. The di�-
culties of hair simulation according to[MTHK02] can be broken down into three
large areas: hair modeling, hair rendering and hair dynamics/animation. As op-
posed to solving one particular problem this project looked into the many issues
that occur in hair model ling and hair rendering but due to time constraints
hair dynamics/animation were not researched but left for future work.

This project was originally conceived to focus primarily on hair rendering
with some references to a previous project [Kea07] on hair model ling created
by the author. While researching this master thesis superior interpolation and
model ling techniques were found. Also during the implementation and testing
of the hair shading, de�ciencies were found in [Kea07] and these will be discussed
in Chapter 4 and Chapter 5.

This project focuses on production ready hair rendering and creation. Hence
production ready software is used. The project also presents a production
pipeline that was used to create the images and videos in this project. This
is presented in Chapter 3.

The two greatest challenges facing hair rendering is the unique nature of
hair and the sheer amount of hair a regular character will have. Hair can be
viewed as in�nitesimally thin tubes since the diameter of human hair ranges
from 17 to 181µm (millionths of a meter) hence it can described as rendering

2



CHAPTER 1. INTRODUCTION 3

one dimensional models in a three dimensional world whereas most rendering
algorithms focus on the rendering of polygonal surfaces. As will be seen in
Chapter 2 real hair is far more complicated then this . Rendering and creating
shaders for such complex geometry is covered in Chapter 6.

Modeling this type of geometry is di�erent then modeling surfaces. An artist
will never be able to model every individual strand of hair by hand so techniques
have been developed to allow them to create and control all these hair strands.
These techniques and an example system are described in Chapter 4.

The human head has approximately 100000 to 150000 hairs and many crea-
tures have more then this covering their body. Even with the simplistic nature
of individual hairs this can lead to long render times. In Final Fantasy: the
Spirits within[�001] approximately 25% of the rendering time was used for the
main character's hair1 and furthermore ninety percent of the memory used for
storing the main characters geometry contained her hair[Bjo01]. Hence hair is
expensive both in terms of computations and memory. The memory can be
reduced using a render-time interpolation system such as the one implemented
for this project which will be discussed in Chapter 5 and this can also improve
render times since there is less disk access.

1.2 Previous Work

The issue of rendering photo-realistic hair has been a concern of computer graph-
ics research for long time. [CHP+79] is often considered to be the �rst attempt
at rendering such complex geometry. The �rst major break through in the
area came with [KK89]. The specular shading model created in that paper
is still the basis for most modern hair shaders including the one presented in
this project. It is discussed in more detail in Section 6.1. The model has been
criticized and superseded in [MJC+03] which presents a shading model that is
based on actual physical recordings of how light interacts with hair. The re-
sults of theses �ndings are discussed in Section 2.3. Research done on real hair
came from medical anatomy books such as [Cre92]. An even better source for
information about hair can be found in forensic research such as [Rob99]. As
stated in [HDK+06], Marschener's results can be "faked" without using the ray
tracing model he proposes. These fakes allow the artist more intuitive control
over the �nal image. These are discussed in Section 6.1. Hair self shadowing
is an important visual aspect of actual hair. Even though this can be achieved
using standard depth based shadowing[RSC87], the deep shadowing technique
described in [LV00] greatly enhances and speeds up the process as described in
Section 6.3.

The �rst major attempt of photo-realistic hair in production was Stuart
Little[SL199]. The pipeline and techniques used on this �lm is explained in
[Bre00] and is the major inspiration for the pipeline for this project. Many more
�lms, commercials and even television shows now have computer generated hair

1Actually 30% of all render cycles where for the main character Aki and 80% of her render
time was dedicated to her hair which works out to be approximately 25%.



CHAPTER 1. INTRODUCTION 4

in them. Productions of note are Final Fantasy: the Spirits within [�001]. The
description of their hair system can be found in various articles, the most useful
description can be found in [Bjo01]. The explanation of how the hairy creatures
were rendered in [nar05] in [HDK+06] were also invaluable. The use of "visual
programming" at Weta Digital for [Kon05] hinted at in [PH06] for creating even
dirty hair is the current bleeding edge of hair creation and rendering. Even
though it was not implemented in this project it does merit future research.



Chapter 2

Real Hair

2.1 The Anatomy of a Hair Strand

Before trying to replicate any existing natural objects one should study real ob-
jects so that measurements of how 'real' it looks can be made. Many animators
and artists study subjects such as anatomy to better interpret the human or an-
imal form. Another motivation for studying real hair is that many early renders
of hair appeared like synthetic hair. To counteract, this research into real must
be done to �nd the di�erence. Aside from phenomenological research, including
collecting human hair clippings and handling pet rats, the author looked into
scienti�c research done in the area.

Even though many shading models assume hair is perfectly round in cross
section, it is in fact more elliptical and irregular as can be seen in �gure2.1.

Furthermore, according to [Cre92], how elliptical or '�at' hair is, is propor-
tional to how curly the hair appears. Even though this property of hair can
only be seen under a microscope, it does mean that hair looks di�erent when
viewed from di�erent angles.

The outer layer of the hair known as the cuticle is not smooth but scaly
as shown in �gure 2.2. These overlapping scales have a surface tilted towards
the root end of the hair by an average amount of three degrees according to
[MJC+03]. [MJC+03] uses this microscopic scaling to explain part of the strange
specular properties of hair.

The pigment of hair is mainly caused by the presence of pigment granules
in the hair shaft[OT87]. Dark hair has a large amount of these granules, red
hair has a medium amount, blonde hair has a little amount and white has very
little to no pigment in it. In terms of hair shading this makes lighter hair more
di�cult to accurately render in a photo-realistic way since the colour is due
more to light that passes through the hair or light that is internally re�ected.
These are more di�cult to calculate then re�ective rays which contribute most
of the lighting of darker hairs.

5
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Figure 2.1: A cross section of a human pubic hair showing the elliptical nature
of hair and the scattering of pigment granules which is quite dense here, except
for the very centre known as the medulla. Taken from [Rob99]

Figure 2.2: An image taken by an electron microscope of a hair showing over-
lapping scales of a hair shaft. The image is orientated so that the root of the
hair is at the bottom of the image and the tip of the hair is at the top. It was
taken from [MJC+03]
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2.2 The Di�erence between Human and Animal

Hair

The main di�erence between humans and other mammals is the lack visible hair
on most humans in comparison to many other mammals even though there are
exceptions such as whales which have no hair follicles. Non-human hairs usually
have more variation in their hair colour from hair to hair.

One can visibly see guard hairs and under hairs in fur or peltage. The
former being longer, coarser and less frequent then the �ner under-hairs. Of
course every creature has certain unique properties to their hair which would
have to be studied on a creature to creature basis.

2.3 Dual Highlights

In [MJC+03] they point out that the Kajiya, Kay model used in this project
and explained in Section 6.1, is a phenomenological model, not based on any
scienti�c recording of how light interacts with hair strands. In creating their
own hair lighting model they ran tests to record exactly how light interacts with
hair strands. The method of �nding the results can be seen in the paper but
here we only present the �ndings.

Two specular highlights exist, a primary and secondary one. This is due to
the re�ectance from the surface of the hair and the internal re�ectance of light.
Internal re�ectance is caused by light entering the hair strand because hair is
semi-transparent and then being internally re�ected back out.

As was said in Section 2.1 hair is not a smooth surface so this second re-
�ectance is at a di�erent angle then the �rst this means that for real hair as
opposed to synthetic hair the primary specular highlight is shifted slightly more
towards the root.

Light coloured hairs such as blond, brown, gray and white look very bright
when lit from the back. This is due to light passing through these hairs which
are more transparent then darker hairs. Marschener proposes a ray-tracing
method to accurately simulate these and other properties but adaptations to
the current shading model and compositing methods can also recreate them
quicker and with more artistic control. Such methods are discussed in Section
6.1.



Chapter 3

The Pipeline

3.1 Software Used

When RenderMan is referred to in this documents it refers to Pixar's Render-
Man Pro Server 13.0.2 which is a RenderMan compliant renderer. The reason
the term RenderMan is used is because many of the features of the renderer that
are used are contained in the RenderMan technical speci�cation1 and hence are
available in other renderers that are fully compliant with the RenderMan spec-
i�cation. The author will endeavour to point out features used that are not in
the RenderMan speci�cations. The reason for using RenderMan is as follows:

• It is widely used in the visual e�ects industry

Having been used on ground breaking �lms such as Stuart Little[SL199]
and King Kong[Kon05] to name but a few, RenderMan has proven to
be able to handle rendering of complex scenes and hair in a production
environments.

• Complete control over how the render happens

Every aspect of how one wants a scene to be rendered can be controlled
which is a great bene�t when one is trying out new techniques of rendering.
Also unlike other renderers ray tracing and global illumination features are
optional and turned o� by default in RenderMan which primarily uses a
form of Reyes scan-line rendering architecture[CCC87]. This is very useful
when one is trying to render complex geometry such as hair.

• Renderer independence

As mentioned above, RenderMan uses the RenderMan Interface Speci�-
cation and therefore other renderers that are RenderMan compliant can
render the same scenes and use the same shaders created for this project.

1See http://renderman.pixar.com/products/rispec/rispec_pdf/RISpec3_2.pdf for the en-
tire speci�cation
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Sidefx's Houdini Master version 8.2.13, which has been and will continue to
be referred to as Houdini in this document, was used to model the fur and
other tasks such as placing camera and lights in this project. Reasons for using
Houdini are:

• Previous work

The system explained in this document was built on a previous system
created described in [Kea07] which used Houdini.

• Compatibility with RenderMan

Houdini's integration with RenderMan is superior to any other 3d package
currently available. Its ability to render to RenderMan is built in to the
core package as opposed to other 3d packages such as Autodesk's Maya
which require a plugin to render to RenderMan. This compatibility also
makes attaching RenderMan shaders to objects and creating batch renders
extremely easy without the need to write a bespoke systems.

• Used in the production

Houdini has been used to create visual e�ect features for many projects
such as Superman Returns, Spider-Man 3, Monster's House and many
more2. Framestore CFC even use it for their fur system for projects such
as as the "Go Wild" project for the Rexona deodorant brand[Boy07]. This
proves that Houdini is a production ready tool and is capable of the task.

• It is a procedural package

Houdini was originally designed for procedural modeling and animation.
Hair modeling is a procedural method. Also its Operator Type Library
(OTL) system makes plugin creation extremely simply which makes it
perfect for fast prototyping.

• Attribute Transfer System

Houdini has a long history of being used for particle simulations and this
maybe why it has such an advanced attribute transfer system. This sys-
tem allows one to create, change and transfer attributes of a geometry
e�ciently and easily. For hair this means attributes such as hair length
can be easily added to geometry and then transferred to curves to de�ne
the actual Length with ease and e�ciency.

3.2 Pipeline Overview

Adding hair to a model, which is normally an animated creature, is usually one
of the last parts of a linear computer animation pipeline. The pipeline used for
this project, which can be seen in �gure 3.1, takes place after the animation
has been complete and the only thing left is to composite the images together

2See www.sidefx.com http://www.sidefx.com for a more extensive list
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Figure 3.1: A diagram showing the pipeline used in for this project. Cylinders
represent �les and boxes represent programs
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in a compositing package such as Shake. The animations for this project were
loaded in as a series of obj geometry �les. Due to the ubiquitous nature of the
obj �le format, the animation can be created by many applications such XSI's
SoftImage which was used to create the polygonal model and animations for the
rat model used for most of the examples in this project. The modeling of the fur
is done on the "t-pose" of the model and hence can be done once the creature
model has been created and the uv co-ordinates mapped to the model. This
means it can be done parallel with the rigging and animation of the character
which is extremely useful in a large production.

After loading in the creature model and modeling the hair, which is discussed
in more detail in Chapter 4, Houdini creates an XML �le which contains all
the information needed by the fur interpolation program to interpolate the fur
across the surface. The fur interpolation program which is named `gerrycurl'
is discussed in more detail in Chapter 5. A rib �le is then created by Houdini
which ordinarily contains the following:

• The underlying skin or model as a matte object

There is an option in Renderman to create a 3d holdout matte (see page
76 of [AG99]). This matte object does not render in the �nal image and
removes all the objects behind it. The rendering in this project is done in
layers. The use of a matte skin makes it easier to composite the skin and
the hair which is discussed in greater detail in Section 6.5.

• A call to "RiProcedural" of type "Run Program."

RenderMan has a an riprocedural call of type run program which executes
a program that emits RIB commands on its standard output stream at
render time. An ASCII data block or a command line argument can be
passed to this program. The only draw back is that a bounding box must
also be declared that will be big enough to contain all the geometry cre-
ated. Making this box too big is e�cient but making it too small could
lead to some geometry being clipped. In this project the `gerrycurl' pro-
gram is called and the XML �le containing information about the control
hairs is passed to it. The bounding box is calculated by Houdini based on
the control hairs. See Chapter 5 for more information.

• Guard hairs and other sparse hairs such as eyelashes

As mentioned in Section 2, fur contains sparse long course hairs called
guard hairs which are similar to eyelashes on a human. Since these hairs
are sparse and long it is simpler and more e�cient to put these directly
into the rib �le from Houdini bypassing the interpolation system.

• Regular information such as camera position, lights and surface shaders.

This information exists in nearly every rib. See [AG99] for more about
creating a scene.



Chapter 4

Hair Modeling

4.1 RiCurves

The curve primitive also known as ricurve has existed in PRMan since version
3.7[app]. This primitive was used exclusively in this project to represent indi-
vidual hair strands. This is because hair strands appear as very thin curves
to the naked eye and ricurves are extremely e�cient to render which is an im-
portant requirement when hundreds of thousands of them must be rendered.
RenderMan renders the curves as ribbons de�ned by a curve called the spine.
The ribbon is always orientated towards the camera which entails rendering less
polygons then with a true generalized cylinder. The curve extends along the
v direction. This property (which is useful during shading) means that v at
the root or start of the curve is zero and at the tip or end is 1. The speci�c
curve used in this project is a cubic non-periodic curve with four control points.
Non-periodic means the curve does not wrap around in the v direction. Four
is the minimal number of control vertexes for a cubic curve but is su�cient for
short hair. The �rst and last point lie on the curve which is useful for modeling.

Two width values of type varying �oat are attached to the curve, one for the
tip width and one for the root width. This width along the curve is de�ned by
the user and is de�ned in object space. It is useful to have a higher width value
for the root then for the tip. Even though real hair does not usually taper to a
point like this it does make the hair appear more plentiful and in experiments
were a constant width is used the hair appeared more synthetic. Increasing the
width value and decreasing the number of hairs is one of the simplest controls
for level of detail. Level of detail is an area of computer graphics that allows
objects that are far away from the camera to be rendered in lower quality and
hence faster but still appear to be as detailed as those objects that are closer
to the camera. More work would be needed to implement a full level of detail
system into this project, for example, to avoid popping when going from one
level of detail set of values to another. [CHPR07] explains a more advanced
method that uses this simple idea and also see [JC00] for more details on level

12
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of detail. Similarly two colour values are passed to the renderer which can be
overridden by the shader by using a texture to de�ne the colours and passing
this directly to the shader. Normals for the hairs are calculated by the shader
as explained in Section 6.2. For more information on RenderMan curves see
pages 84-85 of [Pix05] and pages 123-125 of [AG99].

4.2 The OTL interface

Note:This section uses some terminology unique to Houdini. The au-
thor has tried to make it accessible to non-Houdini users but access to
the Houdini user guide would be helpful. Also see [WC06] for a good
introduction to Houdini.

To create these properties and generate control hairs a Operator Type Li-
brary, referred to as an otl, was created in Houdini called "Gerrycurl." After
installing the otl and loading in the animation and their model in a t-pose, the
user is ready to add hair to it. First they select the animated model and rest
model they wish to put hair on. The rest model is the model in a t-pose or
equivalent. This is required to calculate the area of the model for scattering
the model. The rest model also must contain normals that are not combed.
The direction of the normals of the animated model can be used to de�ne the
direction of the hairs since Houdini contains a comb node that supplies a good
user interface for de�ning hair direction. The normals of the underlying sur-
face are still required for the shader so this why they must still be contained in
the rest model. Also the direction of the normals can be saved and read from
most 3d �le formats meaning that the normals could be "combed" in an other
application but this was not researched.

Once the model is correctly loaded in then the hair attributes can be de�ned.
The visualization of the hair in the viewport must give the user visual feedback
of what the hair will �nally look like but also give immediate results. To control
how approximate this visualization is, there is the visual speed parameter. This
value is actually the number of hairs that appear on the model in the viewport
and value assigned to it should be related to the speed of the end-users computer
system. An example of this can be seen in �gure 4.1.

The length of the hair is set by the maximum length parameter. As stated
in [Boy07], for hair to look natural some noise or randomness needs to be added
to it. In lieu of this there is an option to make the length random. This
pseudo randomness is controlled by the randomness frequency parameter which
is a value between zero and one. If set to zero then all the hairs will be the
maximum hair length. The formula used is:

Lmax − (fr(p + S) ∗ Rfreq ∗ Lmax)

fr(p + S) is a pseudo random number generator which returns a real number
between zero and one inclusive. Houdini's rand expression is used to calculate
this. p + S is a seed number and p is a point id. The point id is an arbitrary
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unique number created by Houdini for every point that does not change between
frames even when the model is being deformed but it can be changed by a sort
SOP. S is a seed set by the user. This value can be useful if, for example, one
is creating two characters from the same model and they want them to appear
di�erent then they can simply set a di�erent value for S for each character's hair.
Lmaxis the maximum Length set by the user. Rfreq is the random frequency set
by the user. The maximum hair length can also be de�ned by a texture. The
black areas of the texture will contain hairs of zero length and white areas will
have hair of maximum length de�ned above. Similarly the user can paint the
black and white colours directly onto the model and select this node to de�ne
the length.

The amount of hair on the �nal model is controlled by the hair density
parameter. If one is bypassing the interpolation system this �gure will be exactly
the number of hairs on the �nal rendered model. Otherwise it represents a
density value. The amount of hair for a given triangle must be proportional
to the area of the triangle otherwise complex parts of the model will have a
disproportionate amount of hair on them since hair is created per triangle.
Therefore the amount of hair for a given triangle is calculated as a result of the
hair density for that triangle and its area. This is why a rest model is de�ned.
When a character is animated its topology will not change but the area of the
individual polygons on its surface will. This change in area will lead to hairs
being created or desttoyed between frames. Visually this will appear as popping
of hairs. Like the length attribute, hair density can also be de�ned via a texture
or paint node.

Root and tip colours are de�ned in same way i.e. they can be constant,
de�ned by a texture or painted on. Root and tip widths of the hair are constant
values. These values can be overridden by passing a texture to the shader. Noise
is added to the colour by the shader at render time as explained in Section 6.4.
To shape the hairs, Houdini's twist node is used. The twist node in Houdini
is used to deform geometry in a number of di�erent ways. The deformation
used for the gerrycurl system is the bending type. To put this in context, a
hair is initially a Bezier line. It is then deformed and transformed in its own
object space before being copied to the surface of the model. The bending
is controlled by bending strength which is self-explanatory and a bending roll
o�. Bending roll o� is described as the attenuation of the deformation by the
Houdini documentation. For the bending deformation it seems to rotate the
curve around the pivot of the deformation. The exact algorithm that Houdini
uses to do this deformation is unknown. The bending strength can be made
random in the same way as length. Once the hair is bent it can be orientated
that is to say rotated around its origin in object space. It can also be twisted
adding a form of curliness. The twist parameter also has an attenuation factor
called roll o� and these parameters can be randomized.

Once the user is happy with the general look of the hair he then creates
the node that will be used to render the hair. First he decides where the node
should go in Houdini. A geometry node is created which must go into an obj
level. The user then decides the name of the new node. For convenience the
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user can also set the surface shader used even though this can also be set once
the node is created. If generating a rib �le the name and location of the rib
�le is set. Similarly for interpolation system the control hairs' �le names and
location is set.

4.3 The Houdini Network

Figure 4.2 shows the Houdini network used in this project. The animated
model and the rest model described in Section 4.2 is loaded in. The area is
calculated from the rest model. The surface normals and area are transferred
to the animated model. The density attribute is then added and the UV co-
ordinates of the surface are saved. The scatter function is now applied. This
scatters points across the surface of the geometry. The scattering is based on
the area multiplied by the density. In this network two scatter nodes are used.
One for the viewport display and one used for when the rib is generated. The
colour, orientation, bending strength and widths are then copied. A copy node is
used to copy hair curves to every point. Bending, twisting and transformations
are done to the curve based on values "stamped" from the points. The surface
normal attribute is remapped to the rib format "uniform normal". Surface u
and surface v are remapped to uniform �oats.

A similar network is used for creating the control �les but it does not contain
remapping for the rib �le nor does it contain the scatter nodes. The network
does contain a triangulate node which triangulates the polygonal mesh. This is
needed since the interpolation described in Chapter 5 is baed on trianlges.

4.4 Issues with the Previous Modeling System

As mentioned in Section3.1, this modeling system is based on the system cre-
ated in [Kea07]. One of the design decisions made in [Kea07] was that the
otl should encapsulate the entire modeling and rendering process of hair cre-
ation. The reasoning behind this were sound but while using this system it
became unworkable and the decision was ultimately a wrong one. Houdini is a
very powerful tool with many useful features. This became more apparent as
the project progressed. Encapsulating fur creation and rendering meant many
features were unusable without editing the OTL. Another problem with the
encapsulation method is that every conceivable option that an end user would
want must be included in the parameters window. This means a lot of unneces-
sary development and an unwieldy user-interface or restricting the users ability.
A more modular approach using Houdini's own user interface paradigms means
that the system is a lot more �exible and adaptable. The adding of new fea-
tures is quicker, more e�cient and less prone to bugs and errors. One of the
�rst and most noticeable changes that the overturning of this decision has been
is the separation of rendering and the modeling system. Before the rendering
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Figure 4.2: A screen shot of the Houdini node network used for visualizing the
hair in the viewport and rendering the hairs directly to a rib �le
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happened within the otl. Now the otl creates a separate geometry node that
contains a procedural call to the gerrycurl program or uses read archive to open
a rib �le. This conveniently allows a number of rman output nodes to render
the fur, for example a separate node for every light could be created as was
done in the example �les. It also works better when working within a group.
In many production environments the modeler will not light and render a shot.
This new system allows the modeler to pass his work onto a lighting technical
director with greater ease. Another noticeable di�erence is the removing of the
guard hairs tab. Before, internally the features of the interpolated hair had to
be copied to the guards hairs and changed slightly. This became tedious and
error prone work. If the user wishes to create separate guard hairs that bypass
the interpolation system then they can just create another node and change the
node purpose option to create a rib �le. Taking this modular approach to its
extreme means that no otl should exist so obviously some compromise has to
be made.

4.5 Future Work

There is a number of features that the modeling system is lacking. One of which
is the clumping option. As noted and implemented in [Bre00] hair can have a
tendency to clump together especially when wet.

Individual hair collision is not very important for hair as it is nearly im-
possible tell the di�erence between two hairs that are intersecting or merely
touching. It could be an issue for dynamic hair but this depends on what kind
of dynamics system is used. Hair colliding with the underlying geometry is an
issue since this can lead to a popping a�ect as hairs disappear and reappear
around the moving geometry such as at a shoulder joint. Combing and other
modeling techniques could be used to lessen the issue. A better solution would
be to use a dynamic collision detection system.

Houdini does have a fur node which was a prototype in version 8.2 and
Houdini version 9, which was released during the completion of this project,
has a full fur creation system. The features and usage of this new version is an
area of further research. Comparisons and contrasts with other fur modeling
systems such as Joe Alter Inc.'s Maya plugin, "Shave and Haircut1" or Worley's
Sasquatch system2 would also be an interesting area for research.

1See http://www.joealter.com/ http://www.joealter.com/ for more information about
this system. The website was last accessed in September 2007

2See http://www.worley.com/ http://www.worley.com/ . Last accessed in September 2007
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Interpolation System

Gerrycurl

5.1 Explanation

A hair interpolation system is de�ned, for this project, as a program that creates
hair geometry at render time based on user de�ned control hairs as opposed to
it being created by a program or user and then passed to the render to be
rendered. There is many reasons for using such a procedural system. Firstly
there is the memory consideration. Hair saved directly to a rib �le can easily
reach 100 or more megabytes in size. This may not seem like much but when
one considers that this is per frame and there can be as many as 25-30 frames
per second of the �nal �lm.1 Therefore over 2 gigabytes are needed for a single
second and this is before other elements of the scene are included. This does
not only waste memory resources but also slows down the pipeline. As pointed
out by [HS01] generating a �le of that magnitude takes time as does reading a
�le of that magnitude. The problem is exasperated by the fact that reading and
writing to disk is one of the most expensive processes in modern computing.

Another reason that an interpolation system is used is because a modeler can-
not hand animate 300,000 individual curves 2. Therefore a procedural method
must be used at some stage during the hair creation and it is more e�cient to
do this at render time then any other time during the pipeline.

5.2 Control Hair Description File

The hair is interpolated based on user data �les. In this project the data �les
are XML data �les. XML (Extensible Mark-up Language) is a general-purpose

1This project use the PAL format which uses 25 fps as opposed to the American system,
NTSC which uses 30 fps.

2300,000 is the number used for a number of example renders in this project.

19
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speci�cation for creating custom mark-up languages. XML was developed by the
World Wide Web Consortium3. Originally a bespoke �le format was used that
simply listed numbers. This became unwieldy as the project progressed since
it was in�exible and di�cult to extend. The XML format is useful because it
is human readable which greatly aides debugging. It also has a number of free
resources for e�cient and simple �le parsing and access. TinyXML4 was used
as the parsing tool for this project. XML also allows data to be stored in a tree
like structure. This was an advantage for this project because each triangle has
three control hairs associated with it.

Using XML can be ine�cient for larger �les since it adds a number of su-
per�uous characters to the �le. In our model control hairs and there values are
copied numerous times since they can be shared by numerous triangles. Also the
format is not natively supported by Houdini. The current method for saving the
control information from Houdini is to use a hscript, which is Houdini's native
scripting language similar to Mel and Autodesk's Maya. The ability to redirect
the output of an echo command to a �le is used to create the XML �les. This
method is extremely easy to implement but very slow. A better method would
be to create a bespoke output driver for Houdini using its software development
kit known as HDK. Writing a python script for Houdini version 9 is also an
extremely easy yet e�cient method for this but Houdini 9 was unavailable for
the completion of this project. An alternative method is to write to a rib �le.
Houdini writes to a rib �le very e�ciently and one can add any properties to ge-
ometry in Houdini using the ROP geometry node and attribute node. Then one
would need to use a rib parser such as the one written by Peter J Lewis5 to read
in the information by the interpolator. One issue with this approach is that the
rib �le does not have a built in tree structure and hence a completely di�erent
structure and evaluation method would need to be used. The information that
is saved to the �le is shown in table 5.1.

5.3 Algorithm and Implementation

To interpolate across a single triangle, �rst one must calculate the number of
hairs that are required which is simply the hair density of the triangle multiplied
by the rest area of the triangle. A Barycentric coordinate system is used to
interpolate the hair across the given triangle which is based on the system used
for NVIDIA's Nalu Demo which is documented in [PF05]. The system works
by �nding three values bA, bB and bC that add up to one. The algorithm is
best explained by the following pseudo code shown on page 5.3.

These three values are then used to create the control hairs by weighting
the values de�ned as geometry type point in table 5.1. For example if the

3See http://www.w3.org/ for more about the World Wide Web Consortium. The site was
last accessed 7 September 2007

4See http://www.grinninglizard.com/tinyxml/ for more information. Site last accessed on
the 7th September 2007

5see http://www.pjblewis.com/ for more about this software. Site last accessed on the 7th
September 2007
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bA=getRandNumber(seed);
bB=getRandNumber(seed);
sum=bA+bB;
if(sum>1) then
if(bA>bB) then
bA=1-bA;

else
bB=1-bB;

end if
sum=bB+bA;

end if
bC=1-sum;

base points of the control hairs are P1, P2 and P3 respectively then the newly
created control hair's point is calculated by:

P1 ∗ bA + P2 ∗ bB + P3 ∗ bC

All the other values for the new hair are calculated in the same way. The newly
created hair is then passed directly to the renderer and overwritten by the next
hair. The implementation of this system is done in C++.

Figure 5.1 is a class diagram of the code used. Main reads in the control hair
XML data �le name either from the command line or from the standard input
stream. The �le is opened and then for every triangle encountered a triangle
class is created. Triangle repeats the algorithm from page 22 for every hair
on its surface to be created. Triangle then creates a hair object that dumps
its values onto the standard output stream in the rib format. No more then
one triangle object or hair object exists in memory at one time since they are
overwritten in every loop. The advantages of this interpolation system is that
it is extremely fast. Calling a random number is the most expensive procedure
and this is only done twice for every hair created. Speed is a very important
factor since this procedure will be called hundreds of thousands of times per
frame. The interpolation works in two modes. The command line version is
called as such:

gerrycurl f controlHairsF ile.xml
Were controlHairsFile.xml is the name of the XML �le that contains the

�le. The program then precedes to print out the resulting rib code to the
standard output. This is extremely useful for debugging the code. It also is
useful if one wishes to cache the rib information. The rib �le can be read in
using RenderMan's read archive function. Caching the rib information in this
way can be extremely useful for a number of shots were the hair does not move
and the underlying skin does not deform in anyway. An example of when this
occurs is short hair on a human head. This method was used extensively in Final
Fantasy: Spirits Within [Bjo01]for the male characters. The main purpose for
gerrycurl is for it to be run at render time. The following example from a rib
�le shows its use:
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Figure 5.1: An UML class diagram demonstrating the fur interpolation system.
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Procedural ”RunProgram” [”gerryCurl” controlHairsF ile.xml”] [0 1 0 1 0 1]
The list of the numbers at the end are the bounding box. This is required by

RenderMan to set aside a 3d volume during the clipping phase of its rendering
process. Hence a bounding box that is too big is very ine�cient but to have
one too small leads to parts of the newly created geometry being clipped from
view. For this project the bounding box was created by Houdini and is based
on the control hairs.

5.4 Limitations and Future Work

A number of optimizations could be added to this system. One of the most
glaring ones is that it writes to the standard output. A more e�cient method
would be to make it a DSO (dynamic shared object). This means that the
renderer will call it once the subdivision routine is called and then it will be
called as if it is statically linked. This removes the overhead of interprocess
communication. See page 120-121 of [AG99] and [HS01] for more in depth
information regarding DSOs.

The interpolation system works on a �at polygonal surface. For the Nalu
demo this is not noticed since the hair is long and dynamic but for hair combed
tight to the surface of the object the model can appear faceted. That is one
can see the underlying simplicity of the polygonal model. A solution to this
issue would be to use Non-Uniform Rectilinear B-Splines (NURBS) models and
interpolating across a NURBS patch rather then a triangle. This requires your
model to be a NURBS model or converted to a NURBS model which many fur
systems require. This solution was used for Stuart Little[Bre00].

Randomness is an important part of fur [Boy07]

Randomness can be added to nearly every attribute of the hair. For example
in the modeling system the artist can add randomness to the bending strength
(see Section 4.2) but there is an issue with this and the current interpolation
system. Lets suppose a hair is randomly bent while surrounding control hairs
are straight. The interpolated hairs will be linearly interpolated from straight
to bent as demonstrated in �gure 5.2.

This may not be what the artist wants. To work around this one could make
the control hairs change very gradually and have another set of hairs added to
the rib �le that are completely random and bypass the interpolation the system.
Another solution would be that instead of interpolating control points one could
interpolate the properties used to generate the hairs including the randomness
properties. The hairs would then be deformed and transformed at render time.
Basically doing what Houdini does to create the control hairs but doing it at
render time. This would mean more work needs to be done at render time by
the interpolation system but it would lead to more reliable results for the artist.
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Figure 5.2: Demonstrating how, in one dimension, one hair's random change in
direction can change surrounding hairs. The hairs at both ends of the line are
control hairs. This problem is exasperated in the actual system since a control
hairs are shared by any number of triangles.
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Shading and Composting

6.1 Kajiya Kay Shading Model

In the 1989 landmark paper [KK89] James T. Kajiya and Timothy L. Kay
proposed a method for rendering furry objects. There method extended work
done in [Bli82] and [KH84]. The majority of the paper describes a method
for ray-tracing hair but what has made it famous is the method it uses for
calculating the specular highlight of a strand of hair. The model is based on
the Phong model and has become known as the `Kajiya, Kay model'.

The hair is assumed to be cylindrical. The specular light is re�ected at
a mirror angle to the tangent of the hair. Assuming the cylinder has normals
pointing in all directions perpendicular to the tangent, this re�ected light creates
a cone as shown in �gure 6.1 . The actual formula for the highlight intensity is:

Ψs = ks cosp(e, e′)

ks is the specular co-e�cient, e is the vector pointing to the eye, e′ is specular
re�ection vector closest to the eye and p is the Phong exponent. The formula
is basically the cosine of the angle between the specular re�ection and the eye
vector raised to the power of Phong exponent. The Phong exponent is in many
specular models. It is a measure of the smoothness of the surface or put another
way, it is the inverse of the roughness of the surface. Many shaders use the latter
de�nition.

If we say that θ is the angle e makes with the hair and θ′ is the angle that
e′ makes with the hair then we can rewrite the formula as:

Ψs = ks cosp(p)(θ − θ′)

= ks(cos θ cos θ′ + sin θ sin θ′)

= ks((t · l t · e) + sin(t, l) sin(t, e)p)

26
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Figure 6.1: A diagram taken from [KH84] showing a hair as a cylinder and the
specularity cone used.
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From line 1 to line 2 is a simple trigonometric de�nition. t is the tangent
of the hair and l is the light vector. If the two vectors are normalized then the
dot product of the two vectors is equal to the cosine of the angle between them.
This fact is used to derive line 3.

The "Kajiya, Kay" specular model is extremely useful. It has been used
extensively because it is extremely fast, it has even been used in real time
applications[Sch04]. It is simple to implement in a number of di�erent rendering
models such as scan line or ray-tracing system. The model can also be adapted.
One adaptation used in [Sch04] is to move the tangent vector along the normal
to the hair. Using the formula:

Tnew = T + S ∗ N

S is a scalar value, which is the shifting amount. This can be used to break
up the specularity of the hair so it appears more random and allows the artist
more control of the specular highlights. The normal in this case is simply
perpendicular to the hair tangent. A dual highlight can be added by having two
di�erent values for S.

6.2 Hair Normals

The di�use component of the hair for this project is found by calculating the dot
product of the normalized light vector and the normal of the hair. Kajiya-Kay
had a similar method for the di�use component which was sin(t, l). Depending
on the relation between t and n, the two methods could be equivalent.

The method for working out the normal of the di�use component is based on
method used in [Bre00]. One �nds the cross product of the surface normal and
the hair tangent then linearly interpolates between that value and the surface
normal. The linear interpolation is weighted by the angle between the tangent
of the hair and surface normal. The formula for this is as follows:

α = S · T (6.1)

N = αS + (1 − α)(S × T ) (6.2)

This means that if the hair is parallel to the surface, its normal will be
the same as the surface normal and if it is perpendicular the normal that is
perpendicular to the hair is used. This makes the hair lighting much more
intuitive for people used to lighting regular surfaces.

6.3 Deep Shadows

Shadows add depth and complexity to any model. They are particularly impor-
tant for hair since hair has a signi�cant amount of self shadowing. The regular
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method for creating shadows involve either ray tracing or z-depth[RSC87]. For
complex geometry, like hair, ray tracing is too computationally expensive for
production. The z-depth method for RenderMan involves rendering a z �le from
the light source. That means using the light as the camera. The z �le contains
the distant from the light to the shading point for every pixel. At render time
the distant from the camera is compared to the distance stored in the z �le by
transforming the light to the camera co-ordinate space. If the distances match,
the point is not in in shadow but if the point is further away in the camera
then in the z �le then the point is in shadow. This is because something is
occluding the point in the z-�le. For a better explanation of this method and
for implementation tips see page 235 to 241 of [AG99].

For accurate shadowing of hair the resolution of the z-�le must be ex-
tremely big. This causes issues both for memory and also look up time. Deep
shadows[LV00] alleviates these two problems by storing fractional visibility through
each pixel at all possible depths or put another way, a visibility function for each
depth. It is also uses pre-�ltering which has faster look up times and uses less
memory. From an end users point of view, deep shadows appear to be the same
as z �les but have better quality. One big di�erence is that with deep shadows
they can have many samples per pixel.

The RenderMan Interface[Pix05] does not include any references to deep
shadows but it is supported by PRMan and is relatively easy to implement so
it is supported by many other renderers.

6.4 Colour

As was said on page 24 hair is de�ned by its randomness. Due to this, noise
is added to the hair colour. Noise can be viewed as a method for generating
pseudo-random numbers. For this project two types of 2d noise, which uses the
u and v co-ordinates of the underlying surface, were used. One type is of high
frequency which means the noise changes signi�cantly from hair to hair and a
low frequency noise which means that vast areas of hair have the same noise
applied to them. The exact number for these two frequencies are user de�ned
shader parameters. These noise functions create colour that is then mixed with
hair colour de�ned by the user. The mix is weighted by a user de�ned shader
parameters.

6.5 Implementation and Composting

Rendering in passes is essential in production rendering. It allows changes to be
made to the �nal images interactively and is essential for shot integration(see
pages 256 to 271 of [Bir00]). Rendering multiple passes was achieved using
arbitrary output variables in the surface shader. Applying these allows one rib
�le and one shader to output any number of images. For this project a specular
pass was outputted which outputted the result of the Kajiya, Kay specular
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described in Section6.1. The di�use pass which outputs the results explained in
Section 6.2. The shadow pass which outputs the shadow information described
in Section 6.3. The shadow pass is slightly counter intuitive. If a point is in
shadow it has a value of one but if it is fully illuminated it has a value of zero.
The colour pass which outputs the colour of the object and the alpha pass
outputs the opacity of the object but these are super�uous since the default
output contains these values.

Many of the shading parameters can be de�ned by maps as was used for
Aslan's fur in Narnia described in [HDK+06].

More passes could trivially be added to the shader but this would require
a lot more work in compositing. The images generated were rendered in the
OpenExr format which allowed for full 32 bit �oating point values. This is a
great bene�t in compositing since it allows more changes to be made without
doing a re-render. Doing gamma correction in post rendering for example would
mean losing information for most formats but no information is lost when using
�oating point.

The compositing was done using Shake which is a standard industry com-
positing package. The compositing tree can be seen in Figure 6.2.

As per standard the di�use pass is multiplied by the colour. The specular
is then added to this and the shadow pass is used as a mask for the bright-
ness. There is various other alterations that can be done to the passes in the
composition such as changing their brightness and colour.

6.6 Conclusion

The shading has worked extremely well with some exceptional results. More
time could lead to more tweaking of the many parameters both of the shader
and in composition. Some more work could be done to research how it can be
integrated into a live action scene.
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Figure 6.2: Part of the node view taken from Shake used for the creating the
�nal composite. The �nal node shows this part of the network is before it is
"overed" with the skin. This is just an example of how the passes could be
composited. A more experienced compositor may know better methods.



Chapter 7

Conclusion

The creation and rendering of short hair and fur is a large area for research.
Pipeline creation, modeling, interpolation systems, shading and rendering hair
are all large areas that were only touched on in this project. Each of these areas
could easily take up an entire master thesis but the goal of this project was to
present an entire system.

The area that needs the most work is the interpolation system which has
a number of de�ciencies described in Section 5.4. This is a major bottleneck
in the pipeline and an area with the most detrimental a�ect on renders. This
could be remedied by any of the methods described in Chapter 5 such as a
better Houdini control �le exporter and interpolating across a NURBS patch.

Houdini has proved to be a good tool for fur modeling and it will be inter-
esting to see how future versions of the software will advance the fur system.

It was said in the introduction that this project did not use dynamics system.
Adding dynamics to the system presented here would be an interesting area for
further research.

The results shown in Appendix A are reasonably good but the focus of the
project has always been to give artists as much control over the creation of the
�nal image as possible. Getting more artistic input and seeing the system being
used for an actual production would be a true test of its value.

The project has created a full working system and using that criteria it has
been a success.
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Appendix A

Some Rendered Examples

Hair applied to the Cave Troll model created by Ritchie Moore.
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